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ABSTRACT: An ever-increasing number of metalloproteins are being
discovered that play essential roles in physiological processes. Inhibitors of
these proteins have significant potential for the treatment of human disease,
but clinical success of these compounds has been limited. Herein, zinc(II)-
dependent metalloprotein inhibitors in clinical use are reviewed, and the
potential for using novel metal-binding groups (MBGs) in the design of these
inhibitors is discussed. By using human carbonic anhydrase II as a model
system, the nuances of MBG−metal interactions in the context of a protein
environment can be probed. Understanding how metal coordination influences
inhibitor binding may help in the design of new therapeutics targeting metalloproteins.

Metalloproteins, those that require a metal-ion cofactor for
enzymatic activity, are estimated to make up roughly

30% of the human proteome and are involved in a wide variety
of physiological processes such as respiration, gene regulation,
and protein matrix degradation.1 Metalloproteins have attracted
significant attention for the treatment of a host of diseases
including cancer, HIV, and hypertension, among others. Table
1 summarizes some, but not all, of the metalloproteins [with an
emphasis on zinc(II)-dependent proteins] currently being
investigated as therapeutic targets.
The vast majority of metalloprotein inhibitors act by

coordinating the active-site metal ion. Inhibitors of these
enzymes can generally be divided into two functional regions: a
metal-binding group (MBG) and a backbone substituent, the

latter of which can be optimized to interact with residues
around the active site. This Forum Article will focus on the role
of MBGs in metalloprotein inhibitors targeting zinc(II)-
dependent human enzymes that have gained approval by the
U.S. Food and Drug Administration (FDA). Some inhibitors
showing promise in clinical trials will also be discussed. Finally,
a brief section of the original research will be presented that
shows the value of human carbonic anhydrase II (hCAII) as a
model protein for investigating and exploring metalloprotein−
inhibitor interactions.

■ CARBONIC ANHYDRASE (CA) INHIBITORS

Discovered in 1932 and shown to be dependent on zinc(II) in
1940, CA was the first zinc(II)-dependent metalloprotein
discovered.2 CA catalyzes the reversible hydration of CO2 to
bicarbonate and a proton, an equilibrium crucial to many
physiological processes including respiration,3 pH balance,4 and
ion transport.5 Shortly after its discovery, arylsulfonamides were
shown to be extremely potent inhibitors of CA.6 The first FDA-
approved CA inhibitor was acetazolamide (tradename Diamox;
Figure 1), which was approved for the treatment of epilepsy in
1953. CA inhibitors are also very effective in the treatment of
glaucoma because bicarbonate plays a crucial role in sodium
(and therefore water) transport in the eye.7 Second-generation
CA inhibitors dichlorphenamide (Daranide) and methazola-
mide (Neptazane) were approved by the FDA in 1958 and
1959, respectively, for the treatment of glaucoma. Since their
initial approval, these inhibitors have also been approved for
use as diuretics and in the treatment of altitude sickness.
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Table 1. Representative Metalloproteins That Are
Therapeutic Targets

protein cofactor indication

adamalysin zinc(II) cancer
angiotensin converting enzymea zinc(II) hypertension
anthrax lethal factor zinc(II) pathogen (toxin)
botulinum neurotoxin zinc(II) pathogen (toxin)
carbonic anhydrasea zinc(II) glaucoma
farnesyltransferase zinc(II) cancer
histone deacetlyasea zinc(II) cancer
matrix metalloproteasea zinc(II) cancer, inflammation
metallo-β-lactamase zinc(II) bacterial infection
neprilysin zinc(II) hypertension
TNF-α converting enzyme zinc(II) cancer
lipoxygenasea iron(II) asthma
HIV integrasea magnesium(II) viral infection
aFDA-approved inhibitors exist for these metalloproteins.
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Although effective therapeutics in indications such as glaucoma,
oral administration of these drugs leads to side effects due to
systemic CA inhibition.8 To combat this, inhibitors compatible
with topical administration were developed, including dorzo-
lamide (Trusopt), approved in 1994, and brinzolamide (Azopt)
in 1998 (Figure 1).
Although a very effective MBG for CA, the sulfonamide

functional group is generally ineffective as a MBG for inhibitors
of any other zinc(II)-dependent enzymes.9 The good affinity
for the active-site zinc(II) ion in CA originates, in part, because
the sulfonamide group is ideally positioned to make two
hydrogen bonds. Both the hydrogen atom on the zinc(II)-
bound nitrogen donor and one of the sulfonyl oxygen atoms
interact with a nearby threonine residue (Figure 2).10 These

interactions are responsible for a large portion of the binding
affinity of sulfonamides, illustrated by the fact that even very
simple sulfonamides, such as benzenesulfonamide (BSA), are
relatively potent CA inhibitors (Ki ≈ 500 nM).6 In fact, these
hydrogen bonds are so important that they can also influence
metal binding. The crystal structure of a different MBG,
acetohydroxamic acid (AHA), reveals that the hydroxamic acid
group binds to the CA active-site zinc(II) ion through the
amine nitrogen, while two oxygen atoms make hydrogen bonds
similar to those seen in the case of sulfonamides (Figure 2,
right).11 This is a very atypical monodentate binding mode that
is not observed in other metalloproteins or small-molecule
complexes with hydroxamic acid ligands. The “normal” mode of
binding by a hydroxamic acid (including AHA) would be
bidentate coordination, by the two oxygen atoms, to a metal
center, as found in numerous matrix metalloprotease (MMP)
inhibitors.

■ ANGIOTENSIN CONVERTING ENZYME (ACE)
INHIBITORS

ACE is an exopeptidase that acts on several substrates involved
in the regulation of vascular resistance. Its active site, similar to
CA, contains a zinc(II) ion ligated by three protein residues and

a metal-bound hydroxide ion. Instead of three histidine ligands,
the coordination sphere of zinc(II) in ACE consists of two
histidine ligands and a glutamic acid (Figure 3). The primary

substrate of ACE, angiotensin I, is cleaved to yield a
decapeptide angiotensin II, a potent vasoconstrictor. Con-
sequently, inhibition of ACE leads to decreased angiotensin II
secretion, lowering blood pressure.12 Used in the treatment of
hypertension as well as congestive heart failure, ACE inhibitors
are the most widely prescribed metalloprotein-targeted
therapeutics. The first ACE inhibitor approved by the FDA
was captopril (Capoten; Figure 3) in 1981, which uses a thiol
MBG.13 The free thiol of captopril was implicated in several
side effects and the relatively poor pharmacokinetics of the
drug.14 In 1985, an inhibitor based on a carboxylate MBG,
enalapril (Vasotec), was approved. This was followed by several
carboxylate-based “me too” drugs over the next decade (Figure
3), with one exception, fosinopril (Monopril), which utilizes a
phosphate MBG. To achieve better oral bioavailability, all of the
approved ACE inhibitors that contain a carboxylate MBG are
administered as ester prodrugs, which are hydrolyzed by
nonspecific esterase activity once absorbed.15 According to the
IMS Institute for Healthcare Informatics, lisinopril, a lysine
analogue of enalapril, was the third-most prescribed drug in
2011, with over 88 million prescriptions.16

Using a carboxylate as the MBG in ACE inhibitors has
provided several advantages. First, it is not inherently a high-
affinity ligand for zinc(II), decreasing the possibility of off-
target metalloprotein inhibition.17 Also, carboxylate-based ACE
inhibitors generally have higher in vivo stability, with half-lives
on the order of 10 h compared to 2 h for the thiol- and
hydroxamate-based molecules.12 In some cases, analogues using
the higher-affinity hydroxamic acid MBG failed to show
improvement over the already approved drugs; the potency
of one of the more well-studied hydroxamate-based ACE
inhibitors (idrapril; IC50 ≈ 10 nM)18 is still less than that of the

Figure 1. Structures of FDA-approved CA inhibitors. Zinc(II)-
coordinating nitrogen atoms are highlighted in red.

Figure 2. Overlay of BSA (PDB: 2WEJ, green) and AHA (PDB:
1AM6, colored by atom) bound to CA (left). Schematic of the
interactions with active-site residue Thr199 shown in gray and
interactions between the ligands and protein highlighted in red
(middle and right).

Figure 3. Top: Structures of FDA-approved ACE inhibitors, shown as
the ester prodrug where applicable. MBGs are highlighted in red.
Bottom: Coordination of the ACE active-site zinc(II) ion by captopril
(left) and enalaprilal (right).
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carboxylate-based drugs (for example, lisinopril; IC50 ≈ 1
nM).19 The lack of difference in the binding affinity when
utilizing the tighter-binding hydroxamate MBG suggests that in
certain systems the binding of ACE inhibitors is dominated by
interactions of the peptidomimetic backbone with the protein.

■ HISTONE DEACETYLASE (HDAC) INHIBITORS
Gene expression is a tightly controlled process that utilizes a
wide variety of transcriptional controls. One of these controls is
the covalent modification of histones, the protein complexes
around which DNA is wound to form nucleosomes.20 The
structure of nucleosomes, and therefore DNA translation, can
be altered by chemical modification of lysine residues within
the histone proteins. Inhibition of HDACs leads to increased
acetylation of these residues, which relaxes the protein−DNA
complex and increases gene transcription.21 Although the exact
mechanism is unclear, treatment with HDAC inhibitors has
been shown to selectively induce growth arrest, differentiation,
and apoptosis in cancer cells.22

Vorinostat (Zolinza; Figure 4) was approved by the FDA in
2006 for the treatment of cutaneous T-cell lymphoma (CTCL)

that either has recurred or has not responded to at least two
other forms of chemotherapy.23 In addition to being the first
approved HDAC inhibitor, vorinostat is the only hydroxamate-
based metalloprotein inhibitor to gain approval. Romidepsin
(Istodax), a natural product initially isolated from Chromo-
bacterium violacium,24 was approved for the treatment of CTCL
in patients who have not responded to at least one other form
of chemotherapy. Romidepsin is a prodrug that contains an
intramolecular disulfide bond that is reduced inside the cell,
revealing a thiol MBG.
Vorinostat is currently in phase III trials for several other

malignancies including CTCL, multiple myeloma, and high-
grade glioma.25 Romidepsin is being evaluated in phase III trials
for peripheral T-cell lymphoma as well as phase I/II studies for
a variety of other cancers.25 Panobinostat, a hydroxamate-based
inhibitor with a greater potency than vorinostat, is also in phase
III trials for a number of cancers. Although they are structurally
similar, the two molecules have significantly different stabilities;
the half-life of panobinostat (∼12 h) is roughly 10× longer than
that of vorinostat.26 The vast majority of HDAC inhibitors in
development utilize a hydroxamic acid MBG, but there has
been progress utilizing other functional groups as well.
Currently in phase II trials, entinostat is significantly more
stable in vivo than other HDAC inhibitors.27 With a half-life of
80−100 h, it can be administered on a weekly basis. The
increased half-life of entinostat is attributed, in part, to replacing
the hydroxamate functionality with a 2-aminobenzamide MBG

(Figure 4). The 2-aminobenzamide MBG has been shown to
bind in a bidentate fashion through its aromatic amine and
carbonyl oxygen atoms, forming an unusual seven-membered
chelate ring (Figure 5).27b

■ OTHER INHIBITORS IN ADVANCED CLINICAL
TRIALS

Along with the previously discussed ACE inhibitors, neprilysin
inhibitors have shown potential in the treatment of hyper-
tension and chronic heart failure. Neprilysin is a zinc(II)-
dependent endopeptidase that degrades many signal peptides
including endothelins, a family of potent vasoconstrictors.28

Inhibition of neprilysin is therefore complementary to
inhibiting ACE; instead of lowering secretion of a vaso-
constrictor, it prevents the degradation of vasodilators. LCZ-
696 is currently in phase III trials, to compare its effect to
enalapril (ACE inhibitor) on patient outcomes in cases of
chronic heart failure. LCZ-696 is a mixture of two therapeutics:
valsartan, an FDA-approved angiotensin II receptor blocker,
and AHU-377, a neprilysin inhibitor. AHU-377 utilizes a
carboxylate MBG and, like the carboxylate-based ACE
inhibitors, is administered as an ester prodrug (Figure 6).

Another metalloprotein target of clinical interest is Ras
farnesyltranferase (FTAse), which catalyzes the addition of a
prenyl group onto the Ras family of GTPases. Because this
modification is necessary for function and activating mutations
in the Ras genes are found in many forms of cancer, FTAse
inhibitors have potential as effective oncology therapeutics.29

Tipifarnib (Zarnestra), which utilizes a methylimidazole MBG,
was first tested on patients over 65 with acute myeloid leukemia
(AML) but showed no benefit to patient outcome.30 It is
currently in phase III trials to determine if it is effective in
preventing the recurrence of AML.

Figure 4. Structures of HDAC inhibitors. MBGs are highlighted in
red.

Figure 5. Structure of hydroxamic acid (PDB: 1W22, left) and 2-
aminobenzamide MBGs (PDB: 3MAX, right) bound to HDACs.
Inhibitor structures are truncated for clarity.

Figure 6. Structures of neprilysin and FTAse inhibitors. MBGs are
highlighted in red.
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■ THE NEED FOR NEW MBGS IN DRUG DISCOVERY
The discussion above highlights the observation that a relatively
narrow scope of MBGs (e.g., carboxylates, hydroxamates, thiols,
phosphonates) has been deeply explored for use in metal-
loprotein inhibitors. The need for new MBGs in drug discovery
is best illustrated by the case of the MMPs. Having been
implicated in a wide variety of diseases including tumor
proliferation,31 arthritis,32 and ischemic damage following
stroke,33 MMPs were among the most popular metalloprotein
targets of the past several decades. Despite performing well
both in vitro and in animal models, essentially no MMP
inhibitor has proven effective in phase III clinical trials (Figure
7).34 One exception is doxycycline, a molecule that inhibits the

expression of MMPs but is a relatively weak direct inhibitor of
MMPs. Doxycycline (Periostat) is approved for the treatment
of periodontal disease, but the exact mechanism of MMP
inhibition by doxycycline is still unclear.35 Reasons for the lack
of clinical success of MMP inhibitors have been reviewed
elsewhere,34b but the emergence of dose-limiting side effects
seems to indicate that a lack of target specificity may play a role.
The large number of isoforms (>25 discovered to date) and
their involvement in many important physiological processes
suggest a need for the development of isoform-specific
inhibitors.36 It has been demonstrated that, when combined
with backbone structure optimization, varying the MBG can
modulate inhibitor selectivity.37 Although much of the current
research into MMP inhibitors still focuses on backbone
optimization appended to traditional MBGs, promising
inhibitors have been developed using pyrimidine- and
hydroxypyrone-based MBGs.34a

Despite being the most popular MBG in the design of
metalloprotein-targeted therapeutics, hydroxamic acids are
found in few FDA-approved drugs.38 Partly to blame is poor
pharmacokinetics and oral bioavailability.39 Also, because of
their relatively small size and good affinity for many metal ions,
hydroxamates may be capable of binding to a wide variety of
metalloprotein active sites. It would seem that, in many cases,
backbone optimization coupled to a “standard” hydroxamic
acid MBG is not an efficient strategy for metalloprotein
inhibitor design. In the most therapeutically successful class of
metalloprotein inhibitors, that of ACE inhibitors, there are no
isoforms or structurally related proteins for which off-target
inhibition is a concern.40 This limits side effects and decreases
the importance of the MBG. In the case of CA, the sulfonamide
functional group appears ideally suited as an MBG for the CA
active site, which makes off-target metalloprotein inhibition
essentially negligible. Both ACE and CA are unique because the
normal, physiological function of the enzyme is the target of
therapeutic intervention. Most metalloproteins, including

MMPs and HDACs, require inhibition of enzyme activity at
sites of disease while sparing their role in normal processes. In
order to permit basal function of some isoforms while
inhibiting those related to disease, highly specific inhibitors
are needed. Because many of these proteins are structurally
similar, inhibitors should optimize interactions of the MBG and
backbone components. In order to exploit both metal−ligand
binding as well as interactions with the surrounding protein
environment, a more diverse collection of MBGs should be
considered.41

To aid in this process, a library of small molecules capable of
binding metal ions (chelator fragment library, CFL-1.1) was
assembled.9 Using the principles of fragment-based lead
discovery, this library has been used to successfully design
inhibitors of several metalloproteins based on novel MBGs.42

The ability of MBGs to modulate inhibitor selectivity is
illustrated by two inhibitors that have been developed based on
fragments from CFL-1.1 (Figure 8). AM-2S is an inhibitor that

uses a 2-hydroxythiopyrone MBG and is effective against the
zinc(II)-dependent anthrax lethal factor (LF). In addition to its
activity against LF (IC50 = 14 μM),43 AM-2S is a modest
inhibitor of several MMPs (IC50 ≈ 5 μM).44 However, when
the same inhibitor backbone is combined with a nearly identical
MBG, where only a sulfur donor is changed to an oxygen atom
(AM-2; Figure 8), the inhibitor becomes selective (>400-fold)
for MMPs over LF. The fact that such a drastic difference is
caused by changing one atom of the MBG demonstrates how
powerful the strategy of MBG optimization in drug design can
be.

■ CA AS A MODEL SYSTEM
As described above, MBGs themselves can impart selectivity
and/or potency for certain targets independent of the inhibitor
backbone. In order to optimize metalloprotein inhibitor design,
MBG−protein interactions must be more thoroughly under-
stood. The affinity of an MBG for a metalloprotein active site
can be influenced by at least three factors: (1) the identity of
the active-site metal ion(s), (2) the coordination environment
of the active-site metal ion(s), and (3) the surrounding protein
residues that interact with the MBG upon binding. Synthetic
model complexes have been used to determine metal−ligand
bond parameters (lengths, angles, etc.) and relative affinities for
MBG−metalloprotein interactions,45 but these lack the
surrounding protein environment that can influence metal
binding.46 A next step in understanding these interactions is to
systematically study the forces that drive MBG binding in a
protein environment.
The most abundant form of CA in the body, hCAII, has

many characteristics that make it an ideal model system for
such a study, including its stability, solubility, and ease of
crystallization. For these reasons and more, hCAII has been

Figure 7. Representative examples of MMP inhibitors that have
entered, but failed in, phase III clinical trials. MBGs are highlighted in
red.

Figure 8. Example of MBG-dependent target selectivity of metal-
loprotein inhibitors. MBGs are highlighted in red.
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used extensively in biophysical studies of protein−ligand
interactions.47 The active site of hCAII consists of a zinc(II)
ion coordinated in a tetrahedral geometry by three histidine
residues (His94, His96, and His119) and a water molecule.
This water is deprotonated at physiological pH to yield the
active hydroxide nucleophile. The active site is relatively
solvent-exposed, sitting at the bottom of a cone-shaped
depression roughly 15 Å wide and 15 Å deep. One side of
the active site is predominantly hydrophobic, while the other is
hydrophilic. A threonine residue on the hydrophilic side of the
active site (Thr199) accepts a hydrogen bond from the bound
hydroxide ion, which serves to orient the nucleophile toward
the hydrophobic substrate binding site (Figure 9). In addition
to CO2 hydration, hCAII is capable of catalyzing the hydrolysis
of a variety of esters through a common mechanism.

Fierke, Christanson, and Whitesides, among others,
published many pioneering studies using CA as a model
system for zinc(II) metalloproteins. Mutagenesis studies
examined which aspects of the enzyme’s active site are
responsible for its high metal affinity and rapid turnover rate.
Not surprisingly, the three zinc(II)-binding histidine residues
play a major role in both metal binding and catalytic activity.
The identity of the metal-coordinating residues themselves is
crucial, but several second-sphere interactions are also critical in
both metal binding and catalysis. Notably, the residues that
accept hydrogen bonds from the zinc(II)-bound imidazole
groups play a role not only in preorganization of the ligands for
tetrahedral coordination but also in electrostatic stabilization of
the metal−ligand bond.48 In addition, studies of transition-
metal binding to both wilde-type (WT) hCAII and active-site
variants have shed light on what factors influence metal binding
in the protein active-site environment.49 Using the previously
described sulfonamide MBG as an anchor, extensive structure−
activity studies, with both variations in the ligand structure and
the use of active-site mutagenesis, have been performed to
understand the origins of inhibitor potency.47

■ EFFECT OF THE COORDINATION ENVIRONMENT
ON THE INHIBITOR AFFINITY

The previously described work showed that some mutations in
the amino acids coordinated to the zinc(II) ion of hCAII result
in proteins that retain enzymatic activity, although in a
significantly decreased capacity.50 While the catalytic activity
of these mutants was thoroughly explored, their inhibition was
not. Because the surrounding protein environment remains the
same, comparing MBG binding in several hCAII variants allows

the variable of the zinc(II) coordination sphere to be isolated
and its effect on inhibitor binding to be studied. Using a
previously reported assay that capitalizes on the esterase activity
of hCAII, the inhibition of WT, H94D, and H94C mutants by
the fragments in CFL-1.1 (Figure S2 in the Supporting
Information) at a concentration of 500 μM was evaluated
(Figure 10).51 Percent inhibition values for all compounds in
CFL-1.1 can be found in the Supporting Information (Figure
S3).

Given its relatively open active site, it is surprising how few
compounds from CFL-1.1 significantly inhibit WT hCAII
(Figure 11); only two compounds show >40% inhibition at 500
μM. This number greatly increases for the H94C mutant (7)
and even more so in the case of H94D (12). As expected,
toluenesulfonamide (7h) is the most potent WT inhibitor from
the library, showing complete inhibition of WT hCAII at 500
μM. The activity of the sulfonamide 7h is drastically decreased
against hCAII H94D (∼50% inhibition at 500 μM) and shows
almost no activity against the H94C variant (vide infra). Other
molecules that inhibit WT hCAII are 2d (3-hydroxypyran-4-
thione, 73% inhibition) and to a lesser extent its 3-methyl
derivative (5d), as well as 2-mercaptopyridine N-oxide (2e),
which contains a O,S donor set similar to those of 2d and 5d.
For all three O,S donor molecules, slightly greater inhibition is
seen in the mutant enzymes compared to WT. Interestingly,
substitution of the heterocyclic oxygen atom of the 2-

Figure 9. Mechanism of hCAII hydration of CO2.

Figure 10. Thermal plot representing the results of the screening of
CFL-1.1 fragments against hCAII variants. Cells are color-coded by
percent inhibition at 500 μM: black, <20%; red, 21−40%; orange, 41−
60%; yellow, >60%. Gray cells indicate that compounds were not
tested because of interference with the assay (1g) or lack of solubility
under the assay conditions (all others).
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hydroxythiopyrones with an alkylamine (e.g., 7e vs 5d)
abolishes inhibition against the WT enzyme while only slightly
changing the activity against the two mutants. Although this
modification does not change the O,S donor set, the pKa of the
hydroxyl group is increased, which impacts metal binding.
When the sulfur atom of these molecules is switched to an
oxygen donor (e.g., 4e vs 12e), the compounds lose their
activity against the H94C variant but maintain weak inhibition
against the H94D variant. The only exception to this is 2-
hydroxypyridine N-oxide (1e), which shows slightly greater
activity against the H94C mutant. The modest susceptibility of
the H94D variant for other O,O donors is also seen with
tropolone (11g), which does not show significant activity
against WT or H94C hCAII. Overall, these results show that
the coordination environment of a metalloprotein active site
can influence the affinity of inhibitors. Further studies are
needed to fully understand how the coordinating residues are
producing this effect.

■ EFFECT OF THE COORDINATION ENVIRONMENT
ON THE INHIBITOR BINDING GEOMETRY

To understand the origin of the changes in the affinity observed
in the library screen, four inhibitor fragments were chosen for a
more detailed analysis (Figure 12). These fragments were

chosen because they have been crystallographically charac-
terized with WT hCAII and represent four distinct binding
modes to the protein active site. The inhibition constant (Ki)
was determined for each molecule against the three hCAII
variants, and the crystal structures of their adducts with the
enzymes were compared. BSA (1), a representative of the
arylsulfonamide class of CA inhibitors (e.g., 7h), is a
monodentate ligand that binds through the nitrogen atom of
a deprotonated sulfonamide.
2-Mercaptophenol (2), which is the hydroxyl derivative of

10g from CFL-1.1, has been shown to act as a monodentate
ligand to the zinc(II) ion of hCAII through its thiol
functionality. Aromatic thiols are relatively potent hCAII
inhibitors, with inhibition constants in the low micromolar
range.52 While CFL-1.1 contains many aromatic thiols (4c, 5c,

7c, and 9c), these compounds contain a pyrimidine ring. It has
been seen that having a pyridyl nitrogen α to an aromatic thiol
can alter the binding mode of the thiol (data not shown).
Compound 10g was too insoluble to screen at 500 μM;
screening at 50 μM showed <20% inhibition against all three
mutants. Examination of the crystal structure of 2 bound to WT
hCAII (PDB: 2OSM) shows that the hydroxyl group is pointed
toward the hydrophobic wall of the active site and that the
addition of a methyl group (as in 10g) may cause a steric clash
with those residues.
Although 2e from CFL-1.1 contains a binding motif similar

to that of 2, the 2-mercaptopyridine N-oxide moiety acts as a
bidentate ligand in its adduct with WT hCAII.53 Finally,
resorcinol (3) has been shown to inhibit hCAII by hydrogen
bonding to the zinc(II)-bound hydroxide and does not engage
in metal-ion binding.54 Inhibition constants and previously
reported binding modes for these molecules are summarized in
Table 2.

The affinity of 1 for hCAII decreases dramatically in the
mutants, particularly the H94C variant. The metal−ligand
interaction for this class of molecules includes a strong
electrostatic component between the negatively charged
sulfonamide and the positive charge on the metal ion. Because
this positive charge is decreased upon introduction of anionic
cysteine or aspartate donors to the metal center, a loss of
affinity is expected. However, charge neutralization alone does
not explain the large difference in binding affinity between the
H94D and H94C mutants. Compared to the drastic changes
seen for 1, both 2 and 2e show smaller differences in affinity for
the mutants relative to the WT enzyme. As opposed the N−Zn
bond formed by 1, which is electrostatic in nature, the S−Zn
bonds formed by 2 and 2e are more covalent, so a change in
the charge at the zinc(II) ion should have a less pronounced
effect. The slight decrease in the affinity of 2 for both mutants is
likely also caused by a weaker electrostatic interaction. Because
the S−Zn bond is more covalent, the reduction in binding for 2
is less pronounced than that for 1. The affinity of 2e for all
three mutants shows even less variability, which suggests that
bidentate coordination (vide infra) makes the metal−ligand
interaction more stable with respect to changes in the metal
coordination environment. Although 3 does not interact
directly with the metal ion, its affinity is slightly higher for
the two mutants than for the WT enzyme. This difference is
likely due to a change in the pKa of the zinc(II)-bound water
molecule; both the H94C and H94D mutants have a pKa of
over 9.5 compared to 6.8 for the WT enzyme.50 Because the
affinity increases when the water molecule becomes more basic,
it is likely that it is acting as a hydrogen-bond donor to the
hydroxyl group of 3.
In addition to the Ki data obtained, the first crystal structures

of inhibitor fragments bound across a series of hCAII mutants
were obtained in order to determine if any differences in the
binding mode are brought on by a change in the metal

Figure 11. Structure of select molecules from CFL-1.1.

Figure 12. Structures of compounds 1−3.

Table 2. Ki Values (μM) of Compounds 1−3 against hCAII
Variants

coordination mode Ki(WT) Ki(H94D) Ki(H94C)

1 monodentate (N−) 0.490 ± 0.10 11 ± 2 5000 ± 1100
2 monodentate (S−) 3.1 ± 0.7 30 ± 7 14 ± 5
2e bidentate 850 ± 90 500 ± 60 270 ± 40
3 hydrogen bonding 4700 ± 300 2300 ± 900 1100 ± 400
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coordination environment. First, the crystal structures of
inhibitor-free hCAII H94D and H94C were analyzed. Although
both variants have been structurally characterized previously,
the reported structures are of relatively low resolution (∼2.2
Å).55 In order to have better insight into the bond distances in
the inhibitor−protein complexes, higher resolution data were
obtained.
The crystal structure of inhibitor-free hCAII H94D at a

resolution of 1.55 Å shows a tetrahedral zinc(II) ion bound by
Asp94, His96, His119, and a water molecule (Figure 13).

Asp94 acts as a monodentate ligand with a Zn−O bond
distance of 2.00 Å, while its unbound carboxylate oxygen atom
makes contact with both an active-site water molecule (2.67 Å)
and Gln92 (2.89 Å). The NHis96 and NHis119 bond lengths (2.05
and 2.09 Å, respectively) are ∼0.03 Å longer than those in the
WT enzyme. The bond between the zinc(II) ion and the
catalytic water molecule (2.02 Å) is over 0.1 Å longer than that
in the WT structure, consistent with binding as neutral water as
opposed to a hydroxide ion. The hydrogen bond with Thr199
is maintained at a distance of 2.7 Å.
The structure of hCAII H94C at a resolution of 1.90 Å shows

that the zinc(II) ion is coordinated in a tetrahedral geometry by
Cys94, His96, His119, and a water molecule (Figure 13). The
His−Zn distances are similar to those in the WT enzyme, and
the SCys−Zn bond length is 2.16 Å. As in the H94D variant, the
bond between zinc(II) and the zinc(II)-bound water is long
(2.04 Å), but the hydrogen bond with Thr199 is also
lengthened (2.84 Å).
After examination of inhibitor-free WT and mutant hCAII

variants, cocrystals of these enzymes with inhibitor fragments
were obtained. The coordination of 1 is nearly identical in all
three variants despite the large differences in binding affinity,
resulting in a distorted tetrahedral coordination sphere around
the zinc(II) ion (Figure 14). The H94D−1 complex has nearly
the same bond length as that of the WT complex (1.96 vs 1.95
Å) and, as in the inhibitor-free structure, Asp94 acts as a
monodentate ligand, with the OAsp−Zn bond contracted by
0.06 Å, accompanied by a lengthening of the hydrogen bond

between Asp94 and Gln92 by ∼0.1 Å. Corresponding to the
substantially weaker inhibition of hCAII H94C by 1, the Zn−N
bond length is longer than the other two variants (2.03 Å) and
the SCys−Zn bond is lengthened by ∼0.1 Å compared to the
inhibitor-free structure. The slightly longer Zn−N bond length
in the H94C−1 complex is accompanied by a closer interaction
between the sulfonyl oxygen atom of 1 and the backbone amide
of Thr199 (O−N distance of 2.8 Å compared to ∼2.9 Å for the
WT and H94D structures). However, in both mutants, the
hydrogen bonding between 1 and Thr199 is maintained
(Figure 2), suggesting the loss of inhibitory activity is largely
due to the reduced electrostatic interaction between the ligand
fragment and metal ion.
Unfortunately, the structures of 2 bound to hCAII H94C and

H94D could not be fully refined. In both cases, an atom was
observed roughly 2.3 Å from the zinc(II) ion, much further
than the zinc−water distance seen in the inhibitor-free
structure. This distance is similar to that expected for a Zn−S
bond, and the atom results in tetrahedral geometry around the
metal ion. These observations are consistent with 2 binding the
mutants in a monodentate fashion similar to that observed in
the WT enzyme, but additional crystallographic data are
required to definitively assign the mode of binding.
The previously reported crystal structure of 2e bound to WT

hCAII (PDB ID 3M1K) reveals bidentate coordination, which
results in a trigonal-bipyramidal geometry around the zinc(II)
ion, with the sulfur atoms of 2e and His96 acting as axial
ligands.53 This geometry is maintained in the complex of 2e
with hCAII H94D (Figure 15). Corresponding with the

increase in affinity observed in the inhibitory studies, the
Zn−S and Zn−O bond lengths in the H94D−2e complex are
both ∼0.17 Å shorter than those in the WT adduct. While the
OAsp−Zn bond length is relatively unchanged upon binding of
2e, the NHis96−Zn and NHis119−Zn bond lengths are
significantly longer than those in the inhibitor-free structure
(2.26 vs 2.05 and 2.43 vs 2.09 Å, respectively). The B factor of
the zinc(II) ion in the H94D variant bound to 2e is significantly
higher than that in the inhibitor-free structure (22.6 vs 8.0),
while those of the coordinating histidine and aspartate ligands
do not change significantly, suggesting that the site is likely only
partially occupied. In fact, when similar ligand-soaking
conditions were applied to crystals of hCAII H94C, which
has a slightly higher zinc Kd, the active site was observed
without a bound zinc(II) ion (data not shown); however,
removal of metal ions from the active site is not likely to be the
mechanism by which these molecules inhibit the enzymes.

Figure 13. Inhibitor-free structures of the hCAII H94D (left) and
H94C (middle) active sites. Electron density maps are contoured at
2σ. An overlay with the WT enzyme active site is shown on the right.

Figure 14. Crystal structures of 1 bound to H94D (left) and H94C
(middle) variants. Fobs maps (2σ) for the protein are shown in gray,
while Fo−Fc omit maps (3σ for H94D and 2.5σ for H94C) are shown
in red. An overlay with the WT structure shows little change in the
binding geometry (right).

Figure 15. Crystal structure of 2e bound to hCAII H94D (left). The
Fobs map (2σ) for the protein is shown in gray, while the Fo−Fc omit
map (2σ) for 2e is shown in red. An overlay with the WT structure
shows little change in the binding geometry (right).
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■ CONCLUSIONS
Metalloproteins are attractive targets for therapeutics treating a
wide variety of diseases. While there are some important
success stories, the development of metalloprotein inhibitors as
drugs remains challenging. Exploration of the chemical space
encompassing MBGs may be a way to overcome some of these
challenges, but before a wider variety of MBGs can efficiently
aid drug design, a better understanding of the forces that drive
metal binding in protein environments is needed. The original
research presented here represents the first systematic study of
how the coordination environment of a catalytic metal ion
affects the binding of inhibitors. Without changing the residues
that interact directly with inhibitors, altering the coordinating
residues in hCAII results in large differences in their binding
affinity, but without corresponding changes in the metal-
binding geometry. The implications for these findings in the
design of metalloprotein inhibitors will require substantially
more studies, but the preliminary findings here lay the
foundation for a deeper understanding of these important
metal−ligand interactions within a protein environment. While
CA has been used in the past to show that subtle changes in
inhibitor binding can lead to drastic effects on potency, it can
also be used to understand how subtle changes in the metal
environment can have the same effect.

■ EXPERIMENTAL SECTION
hCAII Activity Assay. WT hCAII, along with H94D and H94C

variants, was expressed and purified as previously reported; details can
be found in the Supporting Information. Assays were run in 50 mM
HEPES (pH 8.0) containing 5% dimethyl sulfoxide with Na2SO4
added to an ionic strength of 100 mM. For the screening of CFL-1.1, a
BioTek Precision XS microplate sample processor was utilized.
Compounds from CFL-1.1 (500 μM final concentration) were
incubated with protein (final concentrations of 100 nM for WT
hCAII and 1 μM for H94D and H94C variants) for 10 min at 25 °C. A
substrate (p-nitrophenylacetate; final concentration of 500 μM for WT
and H94D and 1 mM for H94C) was added, and hCAII-catalyzed
cleavage was monitored by the increase in absorbance at 405 nm
corresponding to formation of the p-nitrophenolate anion. The initial
linear reaction rate was compared to that of wells containing no
inhibitor (0% inhibition) and no protein (100% inhibition). The rate
of non-hCAII-catalyzed PNPA hydrolysis in the presence of inhibitor
was subtracted from each trial before determination of the percent
inhibition. Details for the determination of Ki values can be found in
the Supporting Information.
hCAII Crystallization. All three variants were crystallized using

vapor diffusion; full details can be found in the Supporting
Information. Briefly, 3 μL of a protein solution containing 20 mg/
mL hCAII and 1 mM 4-chloromercuribenzoic acid was combined with
2.5−4.0 μL of a precipitant solution containing 2.7−3.0 M (NH4)2SO4
and allowed to equilibrate against 750 μL of a precipitant solution.
Crystals generally formed within 3−10 days. Crystallization of the
H94C variant required the presence of dithiothreitol, and plates had to
be prepared under an inert atmosphere. Once formed, crystals were
transferred to precipitant solutions containing inhibitor and 5%
glycerol as a cryoprotectant and allowed to soak with saturated
solutions of inhibitor fragments for between 8 h and 5 days. Crystals
were taken directly from soak solutions for data collection. Details of
data collection and structure refinement can be found in the
Supporting Information.
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